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Change point tests as neural networks

▶ A key idea is that common change point tests can be represented as single layer feed
forward neural networks with RELU activation.

Lemma (3.2)

Consider the change point model:

yi = β′zi + ϕcτ,i + ξi i = 1, . . . , n

Where cτ,i is a scalar covariate specific to the change at τ and ξi ∼ N
(
0, σ2

)
. Then

there is an h∗ ∈ H1,2n−2 equivalent to the likelihood-ratio test for testing ϕ = 0 against
ϕ ̸= 0.

▶ Apparently, the setup rules out several common change point problems.
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Piecewise polynomials

▶ Consider the piecewise polynomial change point model

yi =

{∑p
j=0 αj (i/n − τ/n)j + ξi if t ≤ τ∑p
j=0 βj (i/n − τ/n)j + ξi if t > τ

i = 1, . . . , n.

▶ For ξ’s distributed i.i.d. N (0, 1) the likelihood ratio statistic (e.g. [BCF19]) for a
change at location i is: Ri (Y) = ∥P1:iY∥2 +

∥∥P(i+1):nY
∥∥
2
− ∥P1:nY∥2.

▶ Being a linear combination of quadratic forms hGLR
λ (y) = 1{maxi Ri (y)>λ} clearly

cannot be represented as a single layer neural network with RELU activation.

▶ The Wald test (e.g. [KOC22]) likewise cannot be represented in this way.

▶ Natural ways to address this: data pre-processing, different activation functions, etc.
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Change point tests based on differencing (I)

▶ In [GAF23] we introduce tests based on differences of local sums of the data.
Interestingly, our difference based tests can be represented as a neural network.

▶ Since D (·) is a linear operator hDIF
λ (x) = 1{maxi |Di (x)|>λ} can be represented as a

neural network with RELU activation.
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Change point tests based on differencing (II)

▶ Using the techniques in [GAF23] one can show that neural network’s localisation
rate (Theorem A.6 for Algorithm 1 in the paper) for τ is of the order:

O
(
B2n

2p∗
2p∗+1 /∆2

p∗

)
.

Where: ∆j = (αj − βj), δ = τ ∧ (n − τ), p∗ ∈ argmaxj

{
|∆j | (δ/n)j

}
.

▶ This is unimprovable up to the B2 term.

▶ When analyzing the behavior of neural networks on change point problems it may be
useful to think in terms of difference based tests.

(LSE department of Statistics) RSS Annual Conference August 2023 5 / 6



Change point tests based on differencing (II)

▶ Using the techniques in [GAF23] one can show that neural network’s localisation
rate (Theorem A.6 for Algorithm 1 in the paper) for τ is of the order:

O
(
B2n

2p∗
2p∗+1 /∆2

p∗

)
.

Where: ∆j = (αj − βj), δ = τ ∧ (n − τ), p∗ ∈ argmaxj

{
|∆j | (δ/n)j

}
.

▶ This is unimprovable up to the B2 term.

▶ When analyzing the behavior of neural networks on change point problems it may be
useful to think in terms of difference based tests.

(LSE department of Statistics) RSS Annual Conference August 2023 5 / 6



Change point tests based on differencing (II)

▶ Using the techniques in [GAF23] one can show that neural network’s localisation
rate (Theorem A.6 for Algorithm 1 in the paper) for τ is of the order:

O
(
B2n

2p∗
2p∗+1 /∆2

p∗

)
.

Where: ∆j = (αj − βj), δ = τ ∧ (n − τ), p∗ ∈ argmaxj

{
|∆j | (δ/n)j

}
.

▶ This is unimprovable up to the B2 term.

▶ When analyzing the behavior of neural networks on change point problems it may be
useful to think in terms of difference based tests.

(LSE department of Statistics) RSS Annual Conference August 2023 5 / 6



References

[BCF19] Rafal Baranowski, Yining Chen, and Piotr Fryzlewicz. Narrowest-over-threshold
detection of multiple change points and change-point-like features. Journal of
the Royal Statistical Society Series B: Statistical Methodology, 81(3):649–672,
2019.

[GAF23] Shakeel Gavioli-Akilagun and Piotr Fryzlewicz. Fast and optimal inference for
change points in piecewise polynomials via differencing. arXiv preprint
arXiv:2307.03639, 2023.

[KOC22] Joonpyo Kim, Hee-Seok Oh, and Haeran Cho. Moving sum procedure for
change point detection under piecewise linearity. arXiv preprint
arXiv:2208.04900, 2022.

(LSE department of Statistics) RSS Annual Conference August 2023 6 / 6


	References

