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We congratulate the authors on the interesting and thought provoking paper. Lemma 3.2 shows

that the Generalised Likelihood Ratio Test (GLR) for stability of a linear regression can be viewed

as a simple feed forward neural network. However, close inspection of the lemma reveals the setup

rules out several common change point problems. Consider the piecewise polynomial regression:

yi =


∑p

j=0 αj (i/n− τ/n)
j
+ ξi if t ≤ τ∑p

j=0 βj (i/n− τ/n)
j
+ ξi if t > τ

i = 1, . . . , n. (1)

For ξ’s distributed i.i.d. N (0, 1) the likelihood ratio statistic for a change at location i is

Ri (Y) = ∥P1:iY∥2 +
∥∥P(i+1):nY

∥∥
2
− ∥P1:nY∥2 (2)

where Ps:eY denotes the projection of elements indexed {s, . . . , e} in the vector Y = (y1, . . . , yn)
′

onto the space of (discretised) polynomials of degree p. Since (2) is a linear combination of quadratic

forms hGLR
λ (y) = 1{maxi Ri(y)>λ} clearly cannot be represented as a neural network. The Wald test

for the same problem (e.g. [KOC22]) likewise cannot be represented in this way.

In [GAF23] we introduce tests based on differences of local sums of the data as simple and

computationally efficient alternatives to GLR and Wald tests. Interestingly, our difference based
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tests can be represented as a neural network. Consider the statistic

Di (Y) =


p+1∑
j=0

(
p+ 1

j

)2


−1/2
p+1∑
k=0

(−1)
p+1−k

(
p+ 1

k

)[
yi+(k−1)li+1 + · · ·+ yi+kli√

li

]

where li = max {l ∈ Z | i− l ≥ 0 and i+ (p+ 1)l ≤ n}. Since D (·) is a linear operator hDIF
λ (x) =

1{maxi|Di(x)|>λ} can be represented as a neural network. Using the techniques in [GAF23] one can

show that the localization rate of Algorithm 1 for the change point in (1) is of the order

O

(
B2n

2p∗
2p∗+1

∆2
p∗

)

where ∆j = (αj − βj), p
∗ ∈ argmaxj=0,...,p

{
|∆j | (δ/n)j

}
, and δ = τ ∧(n−τ). This is unimprovable

up to the B2 term. When analysing the behaviour of neural networks on change point problems it

may be useful to think in terms of difference based tests.
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